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Abstract. TOF (Time of Flight) depth detection equipment is widely used in robotics, mobile phones, and 
medical fields. At present, flood light emission is the mainstream phase TOF light source emission scheme 
because of its relatively simple design and mature algorithm. However, in some application scenarios that do 
not require high resolution, the energy utilization rate of the light source part of the flood-type TOF system is 
low, which leads to a reduction in the measurement distance, and the dense optical path will aggravate the 
multi-path effect. For such scenarios, this paper proposes a multi-point projection scheme suitable for phase 
TOF. Compared with the floodlight scheme, this scheme has the following improvements: First, by adding a 
special optical diffraction device to the light source part of the module, the projected light spot can be 
distributed according to a specific light intensity, increasing the local light spot intensity and improving the 
energy utilization rate of the light source; The second is to propose an effective pixel selection scheme 
suitable for multi-point projection TOF to reduce depth map noise; The third is to provide a depth error 
correction method suitable for multi-point projection TOF, so that the accuracy can reach the millimeter level. 
Compared with the flood-phase TOF ranging solution with the same power consumption and volume, this 
solution can increase the ranging range by 2 times when the accuracy is the same; at the same distance, the 
power consumption is reduced by 3 times. 
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1. Introduction  
In recent years, the application of depth detection technology in the daily consumer market has become 

more and more extensive. At present, there are three mainstream depth detection technologies: binocular 
stereo vision [1-3], structured light [4-6] and TOF (time of flight) [7-9], among which structured light and 
TOF (time of flight) are due to their The active light source projection method has become the mainstream 
depth detection technology in the current consumer market.Compared with structured light technology, TOF 
technology requires less calculation and has better measurement stability in different distance scenarios. 
Therefore, the TOF (Time of Flight) solution is more favored by the consumer smart device market in 
medium and long distance and sports application scenarios.At present, the floodlight TOF scheme is the 
mainstream solution in the phase TOF technology system, because the floodlight projection can obtain a 
higher resolution depth map.However, for some application scenarios, such as sweepers, motion recognition, 
laser focusing and other scenarios, high resolution is not a necessary parameter, and dense beams will 
aggravate multi-path effects, resulting in large depth errors.Inspired by the structured light projection method 
[10-12], this paper proposes a multi-point projection phased TOF scheme.By improving the local spot 
intensity, increasing the maximum measurement distance, and reducing the power consumption of the 
module, the phase TOF can be more widely used in fields that do not require high resolution, such as cruise 
robots. 

2. Structure and Composition 
The multi-point projection TOF system can be divided into three major modules[13]: light modulation 

module, sampling module and calculation module, as shown in Fig. 1. 
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Fig. 1: System structure diagram 

2.1. Modulation Module 

The light source module of the multi-point projection phase TOF system is composed of a group of near-

infrared VCSEL laser arrays, optical lenses and special optical diffraction devices, as shown in the left of 

Figure 2. The optical lens converges the light source of the laser array, and projects the converged light 

source into beams through the DOE[14], forming the effect on the right of Fig.  2. 

 

Fig. 2: Light source module diagram  

2.2. Sampling Module 

The multi-point projection phase TOF system uses a matrix sensor, and the simple structure diagram of 

each pixel on the sensor is shown in Figure 3.  

The sampling block adjusts the opening and closing timing of switch 1 and switch 2 through the control 

unit, so that capacitor A and capacitor B collect optical signals with a phase difference of   positions, as 

shown in the right of Fig.  3, so that the differential charge of the two capacitors can eliminate the offset 

component make it directly related to the phase offset. 

                   

Fig. 3: Sampling module diagram  

Therefore, the sampled signal can be established as a new mathematical formula, such as formula (1). 
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In theory, the phase difference can be obtained by only sampling twice, but to improve accuracy, two 

sets of values are sampled more. Therefore, the new phase sample value can be expressed as: 

1 4 *cos(0 ) 4 cosS A A    
                           

(2) 

2 4 *cos( ) 4 sin
2

S A A


    
                         

 (3) 

366



  

3 4 *cos( ) 4 cosS A A      
                        

 (4) 

4

3
4 *cos( ) 4 sin

2
S A A


     

                        
(5) 

2.3. Calculation Module 

The calculation module of the multi-point projection phase TOF system includes two parts, the first part 

is the calculation of the original depth and amplitude; the second part is the depth correction calculation. 

In Section 2.2, we obtained 4 sets of sampled values of the returned light. According to the model of the 

trigonometric cotangent function, the original phase shift can be calculated, as shown in equation (6). 
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Combined with the light speed constant C and the light source modulation frequency , the original depth 

D and amplitude can be expressed as equations (7) and (8). 
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Since the sensor of the multi-point projection system is a matrix, the depth of some pixels of the sensor is 

invalid, as shown in Fig. 4. 

 

Fig. 4: Unprocessed magnitude map 

As can be seen from Fig. 4, there is a lot of noise in the magnitude map, which not only affects the 

quality of the magnitude map, but also greatly reduces the quality of the depth map. Therefore, it needs to be 

filtered before outputting the depth map. First, use Gaussian filtering to remove obvious noise, then use the 

amplitude as the threshold to filter out the pixels below the threshold to form a lattice local spot, and finally 

use the maximum filter to select the pixels in the local spot, and select the representative point of the spot , 

the specific process is shown in Fig. 5.  

 

Fig. 5: Filter processing 
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The multi-point projection phase TOF system is affected by the temperature error and the wobble error 

like the traditional phase TOF system, so it is necessary to perform depth correction on the original depth of 

the representative pixel point. 

The influence of temperature on semiconductor systems[13] has been proven many years ago, and in 

multi-point projection phase TOF systems, the pixel measurement depth increases linearly with the increase 

of temperature, so we need to calibrate temperature coefficient T of the module before working. The 

calibration method is very simple. Just fix the module in the incubator, and then linearly increase the 

temperature of the incubator. During this process, collect the discrete values of the temperature and depth 

values of the module and obtain the temperature coefficient  T through these discrete values. In the 

subsequent measurement work, the temperature habit coefficient T can be used to correct the temperature 

error in the measurement process in real time by equation (9). Where   represents the corrected depth,   

represents the depth containing the temperature error, and   represents the current TOF module temperature. 

Tcor * curS S T TEM 
                                

(9) 

Wobble error is a common error in phase-based TOF systems, mainly due to non-ideal modulation and 

demodulation of the light source and sensor. The error form is shown in Fig. 6. 

 

Fig. 6: Wobble error diagram 

For the wobble error, the phase TOF system usually uses the interpolation look-up table method to 

correct it, and collects a set of discrete values (
1 2 3, , id d d d ) covering the entire measurement range through 

the method of internal delay at the same interval, and through the least squares method, a linear fitting is 

performed on these discrete values, and the first-order coefficient is obtained. Finally, the correction of the 

wobble error is completed through the equation (10).   represents the depth to be corrected, and   represents 

the depth after correction in the equation (10). 
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The multi-point projection phase TOF system has another problem with the wobble error. Since the 

projected light spot is a discrete dot matrix, during the wobble error calibration, not every pixel of the sensor 

has a calibration table, and due to the parallax effect, when the measurement depth changes, the position of 

the effective point on the sensor will also change, when the effective point moves to a pixel point without a 

calibration table, the wobble error of this point cannot be corrected. In view of this situation, we place the 

diffuser on the lamp bead in parallel to re-generalize the dot matrix light spot, so that each pixel on the 

sensor can obtain the calibration table during calibration. The effect of placing the diffuser is shown in the 

fig. 7. 

Since the maximum measurement distance of the multi-point projection phase TOF system is limited by 

the modulation frequency, when the phase difference corresponding to the measurement distance exceeds , 

the phase blur phenomenon will occur, that is, the number of cycles at this time cannot be determined. 
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Fig. 7: Place the diffuser 

Although low-frequency modulation can be used to increase the maximum measurement range, it will 

lose measurement accuracy. In order to ensure high precision and increase the maximum measurement 

distance, we use the dual-frequency positioning method to determine the specific position of the current 

phase difference. The specific steps are as follows: 

Assuming that the modulation frequencies of the modules are 1f  and 2f , respectively, the integer ratios  

1N  and  2N  of 1f  and 2f  that are mutually prime can be calculated. Using the characteristics of frequency 

conversion and constant distance, the formula (11) can be derived, where 1 1 1n N  , 2 2 1n N  , 1  , 2 and  

represent the phases measured by the dual frequency of the module respectively. According to the 

characteristic that 1n  and 2n  are positive integers in Equation (11), solve Equation (12) to get the values of 

the cycle numbers 1n  and 2n  , and finally substitute them into Equation (13) to get the exact phase difference 

value. Use high-frequency phase calculations to ensure measurement accuracy. 
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3. Experiment Procedure  

3.1. Experimental Platform 

The experimental platform is the NV08 area-array TOF camera of Nephotonics Technology. The NV08 

includes a flood-type projection light source, a depth sensor, a power supply module, an RJ-45 network port 

module and the corresponding drive circuit, as shown in Fig 8. 

  
Fig. 8: NV08 area scan TOF camera 

 
Fig. 9: Installation of the point projection module 
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We use the point projection module of multi-point projection to replace the original flood projection light 

source module of the platform, as shown in Fig. 9.After the replacement is completed, the power supply test 

is performed on the module, and the four-phase sampling value of each pixel is obtained through the network 

interface, and then the amplitude value of each pixel is obtained and visualized using the matrix operation of 

MATLAB. The schematic diagram of the effect is shown in Fig. 10. 

 

Fig. 10: Multi-point projection renderings 

After the module successfully outputs the depth, we sequentially calibrate the temperature of the module 

and calibrate the swing error table of the installed flood plate. The calibration process is as follows: 

3.2. Calibration Process 

1. Temperature coefficient calibration: 

a) Fix the module in the incubator and connect it to the network. 

b) Adjust the temperature of the incubator, the adjustment range is 10°C to 70°C, and the interval is 5°C. 

c) Obtain and record the temperature data of each interval point of the temperature sensor through the     

corresponding SDK. 

2. Wobble error table calibration: 

a) Power on the module and fix it at a distance of 100cm from the calibration plane. 

b) Adjust the internal delay interval, the number of intervals is 24. 

c) Collect the depth value of each pixel point in each time interval, that is, the wobble error table value. 

3.3. Maintaining the Integrity of the Specifications 

After completing the above two calibrations, the performance test comparison between the multi-point 

projection phase TOF system and the traditional flood phase TOF system is started. The test process is as 

follows. 

a) Power on the module and fix it at a distance of 20cm from the test plane, and enable automatic integration 

to ensure that the two modules can exert maximum performance. 

b) After the integration time is stable, the depth value of each pixel is collected and averaged. 

c) Move the module 20cm away from the test plane and repeat step 2. 

d) Repeat step 3 until the distance between the module and the test plane is 400cm. 

4. Result Analysis 

The performance test results are mainly analyzed from three aspects: test distance, amplitude value and 

integration time(sampling time). The test results are shown in Fig. 11. 
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Fig. 11: Comparison of multi-point projection and floodlight effects 

From the comparison chart, it can be seen that the depth error of the flood-type TOF module is stable 

within 0.5cm before the measurement distance of 280cm, and the minimum amplitude value at this time is 

about 170. When it exceeds 280cm, the amplitude value gradually decreases, and the depth error increases 

rapidly as the measurement distance increases. This is caused by the distance is too far and the return light 

intensity is not enough. And the measurement distance is about 180cm, the integration time reaches the 

maximum value, which means that the module function consumption reached the maximum value. In 

contrast, the multi-point projection module still has an amplitude value of about 400 when the measurement 

distance is 400cm, the error of the full depth value is also stable within 0.4cm, and the integration time 

reaches the maximum value when the measurement distance is 330cm. Therefore, the test results show that 

under the same light source power, the multi-point projection TOF module not only has a longer 

measurement distance than the flood-type TOF module, but also has a smaller error in the measurement 

depth value at a long distance. When the distance is longer, the integration time is shorter and the power 

consumption is lower.And it can be seen from Table 1 that, compared with other 3D imaging technologies, 

although the measurement accuracy of TOF at close range is not as good as that of structured light and 

binocular vision, in the measurement range, the influence of outdoor work on the module and the imaging 

frame rate three There are obvious advantages. 

Table 1:  Depth Detection Technology Comparison 

 TOF Binocular Vision Structured Light 

Ranging method Active Passive Active 

Measurement 

Accuracy 
<1cm <1mm <1mm 

Measuring Range <10m <1m <80cm 

Outdoor Work 

Impact 
Little Middle Middle 

Frame Rate 100 30-100 30 

5. Conclusion  

Through the comparative test results in the fourth section, it can be proved that the multi-point projection 

phase TOF system is superior to the traditional flood phase TOF system in both measurement distance and 
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power consumption. But this is because the former sacrifices the resolution of the depth map, but for 

application scenarios such as sweeping robots or cargo robots that do not require high resolution, multi-point 

projection is more advantageous. In response to the reduction of resolution, multiple depth images can be 

acquired according to the rotation module and the density of the depth point cloud image can be improved 

through multi-image fusion technology, so as to restore the characteristics of the measured object as much as 

possible. 
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